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METHODOLOGICAL PRINCIPLES OF ASSESSING THE IMPACT
OF ARTIFICIAL INTELLIGENCE ON THE INFORMATION
SECURITY OF MANAGEMENT SYSTEMS OF ENTERPRISES!

The study focuses on the urgent problem of ensuring cybersecurity of modern enterprises in the context of the
widespread implementation of artificial intelligence (Al) technologies. Given the growing number and complexity
of cyberthreats, the authors analyze in detail how Al can be an effective tool for detecting and countering cyber
threats, as well as the challenges associated with its use. The article discusses adversarial attacks, data poisoning
attacks, and the use of deepfake technologies as tools for manipulation in cyberspace. The authors propose a modern
approach to assessing cyber risks based on a modification of the GRS method, which allows classifying information
assets of enterprises by level of vulnerability and developing effective protection strategies based on identification
of cybersecurity priorities. The practical application of the proposed approach is demonstrated in a case study
using the Google Drive platform as a example. The research uses generative artificial intelligence model Gemint,
which allows identifying weaknesses in security systems, analyzing potencial risks and providing recommendations
for eliminating vulnerabilities. Along with the benefits of Al implementation, such as automation of monitoring
processes, analyzing big amounts of data in real time and predicting potencial threats, the study identified a num-
ber of challenges. In particular, the complexity of configuring and maintaining systems, the need for specialized
knowledge to support them, the problem of algorithm transparency, and the risks of manipulation and attacks by
intruders. The authors emphasize the importance of staff training for work with Al systems, including both technical
knowledge and understanding of cyberspace risks. The need to develop clear policies for the use of these technolo-
gies is particularly emphasized. The study findings confirm that artificial intelligence can significantly improve the
cybersecurity of multidisciplinary enterprises, but it requires a comprehensive approach. For effective use of the
technology, the authors recommend improving attack detection algorithms, integrating ethical principles into the
operation of systems, and developing strategies for the long-term development of enterprise cyber resilience.
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Problem statement. The implementation of
artificial intelligence by multidisciplinary enter-
prises contributes to increasing the efficiency of
management information systems. The technol-
ogy provides automation of processes, acceler-
ates data processing and anomaly detection, and
facilitates decision-making based on predictive
analytics. At the same time, the integration of
Al into activity management systems requires
changes in approaches to ensuring information
security, as the number of cyber threats that also
use artificial intelligence is increasing.

According to recent research, 97% of security
professionals are concerned that their organiza-
tions could be victims of cyber incidents caused
by Al technologies, 75% of professionals have
been forced to change cybersecurity strategies

due to new Al threats, and 73 % of security teams
say they want to focus on preventive measures to
reduce the likelihood of future incidents [1].

Machine learning systems are capable of not
only analyzing large amounts of data in real time
but also of detecting patterns that are impossible
to detect using traditional tools. However, they
are subject to attacks aimed at compromising
algorithms by affecting their training and data
processing. For example, data poisoning attacks
can reduce the accuracy of Al predictions, while
algorithmic attacks (adversarial attacks) manip-
ulate data to create false classifications and
conclusions.

The complexity of information security man-
agement in multi-profile enterprises is increasing
along with the implementation of new systems,
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including supporting tools for business process
management (CRM, project management sys-
tems, etc.), which provide critical support for the
core functions of companies. Thus, a compre-
hensive assessment of the impact of Al on infor-
mation security in management information sys-
tems is a necessary step for developing a strategy
for protection against modern, rapidly changing
cyber threats.

Analysis of the recent research and publi-
cations. An analysis of the scientific works of
leading experts in the field of information secu-
rity shows that the use of artificial intelligence in
cybersecurity systems, especially for monitoring
and analyzing large amounts of data in real time,
plays a crucial role in increasing the effective-
ness of threat response and detecting anomalies.

Scientists [2] are researching methods for
solving complex cybersecurity problems, includ-
ing using neural networks, expert systems, intel-
ligent agents, and data processing. Research-
ers [3] note that Al algorithms in the field of
cybersecurity have reached a significant level of
maturity, allowing them to effectively overcome
numerous problems that previously required
human intervention.

Dvorskyy V. [4], Ponomarenko M. [4],
Verkhusha O. [4] emphasize the importance of
implementing modern cyber defense systems,
conducting regular audits, and training personnel
to minimize vulnerabilities and increase the com-
petitiveness of enterprises.

Scientists [5] believe that proactively address-
ing cybersecurity issues using Al is essential for
multi-discipline enterprises that use smart facto-
ries, autonomous systems, cyber-physical sys-
tems (CPS), the Internet of Things (IoT), cloud
computing, and big data. Artificial intelligence
has the potential to automatically generate cyber-
security data, making it a powerful tool for sup-
porting enterprise cybersecurity and information
sharing.

Researchers [6] identify three main approaches
to ensuring cybersecurity of industrial systems:
network isolation, multi-layered perimeter pro-
tection, and access control. However, given the
constant evolution of cyber threats, they empha-
size that modern systems require more dynamic
solutions. The study [7] highlights the impor-
tance of applying artificial intelligence to detect
threats, as machine learning mechanisms can
increase the accuracy and speed of cyberattack
detection, providing more reliable protection for
enterprise management systems.

The purpose of the article. Previous studies
have demonstrated the effectiveness of neural
networks and machine learning algorithms in
detecting anomalies in network traffic and user
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behavior in multi-sector enterprises, particularly
in the financial and industrial sectors. However,
existing solutions often suffer from a lack of
transparency and interpretability of Al models,
which makes it difficult to assess their reliability
and identify potential biases. Undetected cyber-
attacks can lead to significant financial losses,
reputational damage, and even production shut-
downs. The goal of this study is to develop a
methodological framework for assessing the
impact of Al on information security, in partic-
ular by creating practical solutions for detecting
and preventing such common attacks as phish-
ing, DDoS attacks, and malware. The research
aims to analyze the capabilities and limitations
of modern Al methods in detecting and counter-
ing cyber threats, as well as to identify ways to
increase the transparency and interpretability of
artificial intelligence models.

Summary of the main research material. At
the same time, as artificial intelligence systems
continue to develop, new forms of attacks aimed
at deceiving these methods are also emerging in
cyberspace. Cyberattacks on modern enterprises
are multi-vector and often combine several meth-
ods. Attackers can use both known software vul-
nerabilities and social engineering. The lack of
centralized control over software development
and updates creates significant risks, as fraud-
sters can easily discover and exploit previously
unknown vulnerabilities. Al technologies that
can detect patterns of normal and abnormal
activity can help mitigate and localize attacks.
However, as Al systems evolve, cybercriminals
are also improving their methods, developing
increasingly sophisticated attacks designed to
deceive Al systems. In particular, attacks using
hostile samples that are deliberately designed to
mislead machine learning systems are becoming
increasingly common.

Deeptake technology, based on artificial intel-
ligence, creates new challenges for information
security. The ability to create highly realistic fake
images and videos opens up opportunities for
manipulation and deception.The incident in Hong
Kong in February 2024, when a finance depart-
ment employee was attacked using deepfake,
demonstrates the high level of threat posed by
such technologies. By creating a deepfake video
of the participants in the negotiation process, the
attackers were able to deceive the employee and
commit a financial fraud worth 25 million US
dollars [8].

Cyberattacks target common vulnerabilities in
software, such as improper access control, out-
dated security systems, or inadequate software
updates, and open-source components used in Al
systems. «Algorithm attacks» or «Al adversarial
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attacks» and «data poisoning attacks» are two
types of threats aimed at disrupting the opera-
tion of artificial intelligence. Algorithm attacks
(adversarial attacks) involve adding invisible
«noise» to input data, causing Al algorithms to
make false predictions or classifications. This
can be used to mislead image recognition mod-
els, fraud detection systems, etc. Data poisoning
attacks involve introducing specially crafted or
modified data into training sets. This can cause
the model to learn incorrectly, leading to errors in
predictions or analysis when used. Such attacks
can significantly reduce the efficiency and reli-
ability of Al-based systems [9].

Figure 1 demonstrates the main attack vec-
tors that can affect the information systems of
multi-profile enterprises and lead to negative

consequences, from service denial to confidential
data leakage.

Artificial  intelligence can significantly
improve threat detection and prediction through
capabilities such as real-time big data analytics,
where Al can process vast amounts of data quickly
and efficiently, allowing systems to detect anom-
alies and suspicious activity almost instantly. Al
systems can learn from historical data to under-
stand what is «normal» for a particular network
or environment, and detect deviations that may
indicate potential threats. In anticipating poten-
tial attack vectors, Al can use predictive analyt-
ics to model possible attack scenarios based on
historical data and current trends, allowing orga-
nizations to take proactive measures to protect
their systems.

Negative impact on
the competitiveness

of enterprises
Compromise of Risk of data Inaccuracy of Al Distortion of data
Reduced confidential data, manipulation, restilts, data analysis results,
system leading to a o Teranas distortion that interference with
availability and breach of privacy ; S system operation,
functionality and loss of with system undermining data
customer trust integrity decision-making reliability
An attack Illegal access Data changes g
2 & Access to & Unauthorised
that aims to to that affect
; confidential access to
overload the confidential : system £
J : input data . input data
system information operation

\

Denial of

e Data leakage

Cyberattacks on
information systems
of diversified
enterprlses

Input
Leakage

Data Capture user
Modification input data

Figure 1. Cyberattacks on information systems of diversified enterprises.

Source: compiled by the authors
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Along with the benefits of implementing
artificial intelligence in cybersecurity systems,
enterprises face challenges. Table 1 shows the
main problems associated with the use of arti-
ficial intelligence in cybersecurity systems, dis-
cusses the causes of these problems, possible
consequences and appropriate solutions.

In order to assess the effectiveness of using arti-
ficial intelligence in cybersecurity of multi-pro-
file enterprises, a SWOT analysis was conducted

(Figure 2). The analysis provides a comprehen-
sive view of the potential and risks associated
with the use of Al in cybersecurity and can con-
tribute to the development of effective strategies
for protecting information systems.

One of the main stages of ensuring information
security of an enterprise is conducting a thorough
risk assessment. To increase the effectiveness of
information protection systems, a study was con-
ducted to develop a methodology for assessing

Table 1
Problems of using artificial intelligence in the cybersecurity
of multi-profile enterprises and their solutions
Problem Cause Consequences Solution

Insufficient contextual Limited range of analyzed |False positives, missed Expanding the spectrum of

awareness data, lack of deep threats. analyzed data, integrating
understanding of the threat additional contextual data.
context.

The complexity of setting |High complexity of Setup errors, low Simplifying interfaces,

up and maintaining Al algorithms, need for efficiency. training staff, engaging

systems special knowledge. experts.

Al vulnerability to The ability to deceive Wrong decisions, wrong | Protection through

manipulation algorithms with specially | conclusions. advanced anomaly
prepared data. detection methods, robust

training protocols.

The “black box” problem | The complexity of Lack of trust in the system, | Ensuring transparency,
interpreting and evaluating | difficulty in auditing. using tools to explain
decisions made. processes.

Ethical issues The possibility of using Al | Violation of privacy, Establishing ethical
for illicit purposes. discrimination. principles, regular audits.

Attacks on Al algorithms | Specially designed False results, reduced Protecting models from
methods to mislead system efficiency. adversarial attacks, data
algorithms. poisoning.

Source: compiled by the authors

T

Risk of malicious use: Al can be used to
create new types of cyberattacks.

Increased protection against threats can
create new attack vectors: New opportunities
provided by Al can be used by attackers to
circumvent defences.

Ethical issues: The lack of transparency in Al
decisions can lead to ethical violations and

Figure 2. SWOT analysis

Source: compiled by the authors
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and reducing cyber risks, which includes the
following key stages: inventory of information
assets, risk assessment using the modified GRS
(Gross Risk Score) method, and development of
a risk mitigation plan.

When assessing risks for each information
asset, three parameters are analyzed: confidenti-
ality (C), integrity (I) and availability (A), each
of which is rated on a three-point scale:

* 3 —the highest level of criticality of the con-
sequences of cyber risks,

* 1 —the lowest level of criticality.

Next, the probability of risk realization is
determined for each parameter, also on a scale
from 1 to 3, where 3 means the highest probabil-
ity and 1 — the lowest.

The overall risk assessment for each asset is
calculated using the GRS formula:

GRS = (C x ProbabilityC) +
+ (I x Probabilityl) +(A x ProbabilityA)

GRS = (C x ProbabilityC) +
+ (IXProbabilityl) + (A x ProbabilityA)

The proposed method allows to determine the
overall risk level for each asset, which helps pri-
oritize protective measures and ensure maximum
cybersecurity effectiveness at the enterprise.
Table 2 presents the stages of the asset inventory
process, key actions, tools and methods, as well
as performance indicators that help assess the
quality of the measures taken.

Table 2
Stages of asset inventory and cybersecurity performance indicators
. . Performance
Stage Action Details Tools and methods indicators

Asset inventory

Definition of

Compilation of a

User surveys,

Completeness of the

protection objects. | complete list of documentation asset list, accuracy of
information assets analysis, network data.
(hardware, software, scanning.
data).

Asset classification | Asset allocation by Classification Completeness of the
category (servers, matrices. list of assets, accuracy

workstations, network
equipment, etc.).

of data.

Risk Threat identification. | Identification of Threat analysis, List of detected threats.
assessment potential threats expert assessments,
(internal, external). vulnerability scanning.
Vulnerability Identifying weaknesses | Vulnerability Number of
analysis. in the security system. |scanning. vulnerabilities
discovered.
Probability analysis. | Determining the Risk matrices, expert | GRS value for each
probability and assessments. asset.
consequences of threats.
Risk reduction. |Prioritization. Ranking assets by risk | Priority matrix. Time required to fix
level. critical vulnerabilities.

Developing an
action plan.

Creating a detailed risk
mitigation plan.

Project planner.

Completeness of the
plan, responsible
persons identified.

Implementing
measures.

Implementation of
planned activities
(software installation,
firewall rules
configuration, staff
training).

Administration tools,
training systems.

Percentage of
completed activities.

Monitoring
and evaluation
of effectiveness

Security system
monitoring.

Constant monitoring
of the security system
status (intrusion
detection systems, log
analysis).

SIEM systems, log
analyzers.

Number of detected
incidents, incident
response time.

Assessment of the
effectiveness of
measures.

Comparison of the level
of risk before and after
the implementation of
measures.

Comparative analysis,
user surveys.

Risk level change, user
satisfaction.

Source: compiled by the authors
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We suggest that multi-profile enterprises start
projects for implementing artificial intelligence
to improve cybersecurity by defining critical
activities and identifying key business processes
that are crucial for the company’s operation. The
next stage involves identifying supporting sys-
tems and tools that support critical activities and
key processes. The next step is to identify risks
to critical business processes and supporting sys-
tems and use Al to analyze and identify potential
threats and vulnerabilities that could affect the
security and sustainability of the company’s core
business.

Critical business processes directly affect the
profitability and stable functioning of enterprises.
Interruption of these activities can cause signifi-
cant financial losses and negatively affect the
company’s reputation. Supporting systems and
tools are hardware and software that support crit-
ical business processes. They ensure the smooth
operation of the company’s core functions, pro-
mote effective communication and collabora-
tion between employees, form the necessary
infrastructure for data storage and processing,
and provide tools for rapid response to poten-
tial cyber threats. Integrating Al into supporting
systems significantly increases their efficiency,
ensuring accurate detection of potential threats
and automated countermeasures. For example,
effective communication systems contribute to
the rapid exchange of information about secu-
rity incidents, and a reliable server infrastructure
guarantees data integrity.

We propose a modern approach to cyber risk
detection using large language models. In par-
ticular, we investigate the ability of the Gemini
model, trained on a large text data set, to detect

atypical attacks and vulnerabilities in data stor-
age systems. To conduct the study, define a crit-
ical business activity — processing VIP customer
orders. This process requires a high level of accu-
racy and timeliness, as the satisfaction of key
customers and the company’s reputation depend
on it. To process VIP customer orders, multi-pro-
file enterprises use CRM systems (for example,
Salesforce), email, messengers for communica-
tion, and payment systems for financial transac-
tions. We formulate a request: «Assess possible
security risks when processing VIP customer
orders in the Salesforce system. Identify poten-
tial threats, including data leaks, phishing attacks
on customers, and risks of system compromise».
Table 3 describes the process of using Al recom-
mendations aimed at identifying and eliminating
vulnerabilities in the enterprise’s information
systems.

The case study is Google Drive, which is a
popular file storage and sharing tool widely used
by multi-enterprises. The research demonstrates
that the use of generative artificial intelligence,
such as the Gemini model, can increase the level
of cybersecurity in the process of handling con-
fidential customer data in Google Drive. Thanks
to AD’s ability to effectively identify security
vulnerabilities, analyze potential risks, and offer
specific recommendations for their elimination,
companies can significantly reduce their vulnera-
bility to cyberthreats. Table 4 shows the stages of
using Al to identify risks in critical activities and
support systems of multi-enterprises, as well as
solutions that help improve their security.

The proposed methods prove the effectiveness
of using Al, in particular generative models, in
detecting and eliminating cyberthreats. At the

Table 3
Stages of implementing AI recommendations to improve cybersecurity
Stage Action
Analysis of the received Conducting a detailed analysis of risks and vulnerabilities posed by Al in critical
recommendations business activities (processing VIP customer orders) and supporting systems

business security.

(CRM, servers, messengers). Identifying the most critical issues that could impact

Infrastructure improvements

If Al identifies security vulnerabilities, such as data leaks or outdated systems,
contact the IT department to quickly fix the problems. For example: implement
encryption of sensitive data, update systems, automate processes to reduce the risk
of human error and increase efficiency.

Continuing dialogue with Al

recommendations.

Formulating additional requests to Al, for example: « What changes in the CRM
system can minimize the risk of data leakage?», «<How to improve the process of
real-time threat detection?», «What can be implemented to optimize automated
incident response?». Developing a step-by-step plan based on the received

Continual improvement

effective solutions.

Regularly update security measures and monitor new threats using Al. Periodic
checks to monitor vulnerabilities and ensure that implemented measures are up
to date. Al helps not only identify problems, but also update them and develop

Source: compiled by the authors
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Table 4

Al implementation model to improve cybersecurity

Stage

Solution

Performance ID

Identifying critical business
activities and supporting
systems

Processing of confidential customer data for
reporting purposes.
Google Drive Software.

Report.

Generating a query to identify
risks

«Analyze possible threats associated with the
transfer and storage of confidential customer data
in the Google Drive system. Identify risks of data
leakage, unauthorized access, possible threats
of phishing attacks, and vulnerabilities in user

Report on identified risks.

authentication mechanisms.»

Staff training

Cyber hygiene trainings.

Test results.

Security policy updates
encryption.

Using multi-level authentication and data

Approved security
policies.

Technical measures

activity in real time.

Automate user activity monitoring in Google Drive
and integrate Al systems to detect anomalous

Reducing the number of
security incidents.

Source: compiled by the authors

same time, there is a need for further research
to improve the resilience of Al systems to new
attacks and ensure the security of manage-
ment information systems of multidisciplinary
enterprises.

Conclusions. The study findings show that
using artificial intelligence to automate cyber-
security tasks such as threat detection, inci-
dent response, and vulnerability management
increases the resilience of information systems
in multidisciplinary enterprises. These technolo-
gies allow for effective real-time analysis of big
amounts of data in real time, detection of anoma-
lies, and prediction of potential cyberattacks. It is
important that Al not only identifies threats, but
also offers specific solutions to eliminate them,
which helps optimize security processes.

The authors’ approach to cyber risk assess-
ment using a modified Gross Risk Score method
allows prioritizing security measures by classify-
ing assets by risk level, which ensures efficient
resource allocation. The case study on the Goo-
gle Drive platform demonstrates the practical
applicability of the method and the capabilities

of the Gemini model, which not only identifies
security vulnerabilities but also offers tools for
automating response and preventing attacks.

Along with the advantages, the study iden-
tified disadvantages associated with the imple-
mentation of Al, in particular, the complexity of
configuring and maintaining systems, vulnera-
bility to adversarial attacks, and problems with
algorithm transparency. These challenges high-
light the importance of addressing issues related
to algorithm transparency, protection against
manipulation, and staff training.

The results obtained have practical value for
increasing the cyber resilience of multidisci-
plinary enterprises. Companies can use the pro-
posed approaches to improve their cybersecurity
systems, determine priorities in protecting assets,
and ensure the sustainable functioning of critical
business processes. Prospects for further research
include improving algorithms for detecting and
countering threats, developing a methodology
for integrating ethical principles into Al systems,
and improving methods for training staff to work
with these technologies.
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METOAOJOTTYHI 3ACAAN OIHIOBAHHSA BIIJIUBY
HITYYHOTO IHTEJEKTY HA IHOPOPMALINUHY BE3IEKY
CUCTEM YITPABJIIHHA AIAJBHICTIO IIIAITPUEMCTB

JocnimkeHHs npucBsYeHe akTyallbHii npoOiemi 3ade3neueHHs KibepOe3neku cy4acHUX MiANPUEMCTB Y KOH-
TEKCT1 NIMPOKOTO BIPOBALKEHHS TexHoorid mrydnoro iHtenekry (II). 3 ommsay Ha 3pocTaHHs KUTBKOCTI Ta
CKJIQJHOCTI Kibep3arpos, aBTOpPH JICTAIbHO aHAMI3YIOTh, sK 111 Moxe OyTH e(eKTUBHUM IHCTPYMEHTOM JUIS BUSIB-
JICHHS Ta MPOTH/II1 TAKUM 3arp03aM, a TAKO)K BUKJIUKH, [TOB’s13aHi 3 10r0 BUKOPUCTAHHIM. Y CTaTTi pO3IIISIAIOTHCS
3MaralibHi aTaku, aTakd 3 OTPYEHHSIM JJaHUX Ta BUKOpUCTaHHs deepfake-TeXHOJIOTIH K IHCTPYMEHTH MaHIITYJISIIH
B KibeprmpocTopi. ABTOpH MPOMOHYIOTh CYYaCHHUM MiAXiX A0 OIIHKM KiOeppU3UKiB, 3aCHOBAHHMM Ha MOAH(pikarii
meronty GRS, mo nossonsie kinacugikysary iHpopMaLiiiHi aKTUBU MiANPUEMCTB 3a PIBHEM BPA3IMBOCTI Ta pO3-
poOisaTn eq)eKTHBHl cTpaterii 3aXHCTy Ha OCHOBI BU3HAYCHHs NpiopuTeTIB y cdepi kibepOesneku. Ilpakruine 3a-
CTOCYBAHHsI 3aIIPOIIOHOBAHOTO MiIXO/ly TIPOJEMOHCTPOBAHO Y Kelc-CTall Ha npukiai miarpopmu Google Drive.
Y AoCIiOKeHH] BUKOPHCTaHO I'eHEPaTHBHY MOJEIb WITYYHOTO iHTeneKkTy Gemini, sika J03BOJISIE BUSBIATH CI1a0Ki
MICIISI y cucTeMax Oe3IeKH, aHajli3yBaTh MOTCHIIIHI PU3WKM Ta HaJaBaTH PEKOMEHAI] IOA0 YCYHEHHS Bpas-
nmuBocTed. Pa3zom i3 mepeBaramu BrpoBamkeHHs [, TakuMu sk aBTOMaTH3allisl TPOLECIB MOHITOPUHTY, aHAII3
BEJUKUX OOCSTIB JaHUX y PeaJbHOMY Yaci Ta MPOTHO3YBAaHHS MOTCHIIHUX 3arpo3, JOCITIHKEHHS BUSBUIO P
BUKIIMKIB. 30KpEMa, CKJIaHICTh HANAIITYBaHHs Ta 00CIyTOBYBaHHS CUCTEM, HEOOXIIHICTh CHIENIANBHUX 3HAHD IS
iX miATpUMKH, NPOOJIEMa IPO30POCTi AITOPUTMIB Ta PU3UKU MAHIMyISALiH i arak 3 60Ky 3I0BMUCHHKIB. ABTOpH
MiIKPECITIOIOTH BAKIIMBICTh MiJBUIIEHHS KBatidikamii nepconany mis podoru 3 III-cuctemMamu, o BKIKOYAE AK
TeXHIUHI 3HAHHSI, TAaK i PO3yMiHHs PU3UKIB KiOeprpocTopy. OKpeMo HAaroJIOLIEHO Ha HCO6X1)1HOCT1 po3po0Ku dit-
KHX TIOJITUK BUKOPHCTAHHS [UX TEXHOJOTIH. Pe3ynbratu NOCIiKEH S MiATBEP/KYIOTh, IO WITYYHUH iHTETEKT
MOXE CYTTEBO IIIBUIIUTH PiBEHDb KibepOe3rekn 0araronpodiibHUX MiAIPHUEMCTB, OTHAK BUMArae KOMIUIEKCHOTO
nigxomy. s eeKTHBHOTO BUKOPUCTAHHSI TEXHOJIOTIT aBTOPU PEKOMEHAYIOTh BIOCKOHAINTH QITOPUTMHU BHSBJICH-
Hsl aTak, IHTErpyBaTH €TUYHI IPUHLUIIHA B POOOTY CUCTEM 1 po3pOOKY CTpaTeriii JOBIOTPHUBAIOTO PO3BUTKY Kibep-
CTIKOCTI MiIPUEMCTB.

KurouoBi ciioBa: kibepOesneka, MiIpUeEMCTBA, INTYYHUN iHTETEKT, KiOepCTiiKiCTh, Kibep3arposu.
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